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* It is an important data mining model studied extensively by the database and data mining community
* Assume all data are categorical
* No good algorithm for numeric data

**Parts:**

An association rule has two parts

* an antecedent (if)
* a consequent (then)

Antecedent is an item found in the data

A consequent is an item that is found in combination with the antecedent

Association Rule Basket Analysis Example:

**Market basket transactions:**

t1: {bread, cheese, milk}

t2: {apple, eggs, salt, yogurt}

… …

tn: {biscuit, eggs, milk}

Concepts: An item: an item/article in a basket

I: The set of all items sold in the store

A transaction: Items purchased in a basket;

it may have TID (transaction ID)

A transactional dataset: A set of transactions